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Construct a scenario [S, T] from S and T.
F yields an empirical model ef : [S, T].

F realisable by classical procedure S — T iff er is noncontextual (and satisfies a certain predicate).

[—, —] provides a closed structure on (a variant of) the category of measurement scenarios.
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Behaviour: empirical model

Empirical model e : S is a family {e, },ex, where:

> e, is a probability distribution on the set of joint
outcomes Os , :=[], ., Os.x

xXeo

» These satisfy no-disturbance:
if 7 C o, then e;|, = e,.
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» An O-valued S-experiment is a protocol for an
interaction with the box S producing a value in O:

» which measurements to perform;

> how to interpret their joint outcome into an
outcome in O.

» A deterministic procedure S —> T specifies an
S-experiment (Or -valued) for each measurement
x of T. (subject to compatibility conditions)

> A classical procedure is a probabilistic mixture of
deterministic procedures.
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Given F : Emp(S) — Emp(T), can it be realised by an classical procedure?
l.e. is there a procedure f : S — T s.t. F = Emp(f)?

is special case of reduces to

Given an empirical model, is it noncontextual?

15 /29



From two scenarios S and T, we build a new scenario [S, T]. ‘




Answering the question by internalisation

A convex preserving F : Emp(S) — Emp(T)

17 /29



Answering the question by internalisation

A convex preserving F : Emp(S) — Emp(T) induces a canonical model ef : [S, T].

7/29



Answering the question by internalisation A

A convex preserving F : Emp(S) — Emp(T) induces a canonical model ef : [S, T].

F is realised by a deterministic procedure

7/29



Answering the question by internalisation

NN\

A convex preserving F : Emp(S) — Emp(T) induces a canonical model e : [S, T].

F is realised by a deterministic procedure iff ef is deterministic.

7/29



Answering the question by internalisation

A convex preserving F : Emp(S) — Emp(T) induces a canonical model e : [S, T].

F is realised by a deterministic procedure iff ef is deterministic.

F is realised by a classical procedure iff ef is non-contextual.

7/29



Answering the question by internalisation

A convex preserving F : Emp(S) — Emp(T) induces a canonical model e : [S, T].

F is realised by a deterministic procedure iff eF is deterministic and satisfies gis 7).

F is realised by a classical procedure iff er is non-contextual and satisfies gs 7.
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Facts:
» Every no-signalling empirical model is an affine mixture of deterministic models.

> A function Emp(S) — Emp(T) that preserves convex mixtures preserves affine mixtures.

Therefore, a convex-preserving function Emp(S) — Emp(T) is determined by its action on
deterministic models, Det(S).
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> n is the scenario with a single measurement with outcomes in {1,..., n}.
» Emp(n) = D({1,...,n}).

A convex-preserving function Emp(S) — Emp(n) is determined by action on Det(S).

In turn, Det(S) — D({1,...,n}) yields a convex mixture of functions Det(S) — {1,...,n}.

Fact:

» For any function f out of Det(S), there is a smallest set Ur of measurements needed to
implement f.

Thus, f is induced by a deterministic experiment iff Ur is a compatible set of measurements.

Similarly, > r;f; is induced by an experiment if each Uy, is a compatible set of measurements.
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Answering the question lll: internalisation

A convex-preserving map F : Emp(S) — Emp(T) is determined by its action on Det(S).

Given a compatible set of measurements on T, we then get a mixture of deterministic functions
from Det(S) to joint outcomes of these measurements.

Each such function can be replaced by a one that measures the least amount of S possible.

This in turn amounts to giving, for each context, some probabilistic data — an empirical model?

Lemma
A convex-preserving function F : Emp(S) — Emp(T) induces a canonical no-signalling
empirical model e : [S, T].
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Main results

Theorem
F is induced by a classical procedure iff er is non-contextual and satisfies gis T
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Main results

Theorem
F is induced by a classical procedure iff er is non-contextual and satisfies gis T

» The theorem suggests working with pairs (S, g : S — 2) as our basic objects.

» A morphism f : (S,g) — (T, h) is given by a procedure f : S — T such that
e: S satisfies g = Emp(f)e: T satisfies h.
Theorem

[—, =] (appropriately modified) makes this category into a closed category.
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Getting closure

(5.7 7" s — T

és:[l,S]

[S,T] “" [1,S] — [I,T]

égeneralise

[5,T] “®" [R,S] — [R.T]

é:u rry

LS+ 2 [S,T] — [[R,SLIR, TII
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Getting closure

Closed category

‘ [, —]: Scen®® x Scen — Scen ‘

o~

> is: S — [/, S] natural in S
> js: | — [S,S] extranatural in S (identity transformations)
> LSR,T 2 [S, T] — [[R,S],[R, T]] natural in S, T, extranatural in R (curried composition)

» -+ reasonable coherence axioms



Outlook



Further questions

» External characterisation of adaptive procedures?
Note that [S, T] can be defined in the adaptive case, but there is no obvious way of building a
canonical adaptive empirical model out of a convex-preserving function Emp(S) — Emp(T).
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Further questions

» External characterisation of adaptive procedures?
Note that [S, T] can be defined in the adaptive case, but there is no obvious way of building a
canonical adaptive empirical model out of a convex-preserving function Emp(S) — Emp(T).

» Doing the same possibilistically?

» Does the set of all predicates on S generalise partial Boolean algebras to arbitrary
measurement compatibility structures?

» Examining the closed structure?
Note that it's not monoidal wrt. the usual monoidal structure, but seems closed wrt a ‘directed’
tensor product.

o
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Questions...
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